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Abstract

Large language models (LLMs) are powerful but static; they lack mechanisms to
adapt their weights in response to new tasks, knowledge, or examples. We introduce
Self-Adapting LLMs (SEAL), a framework that enables LLMs to self-adapt by
generating their own finetuning data and update directives. Given a new input,
the model produces a self-edit—a generation that may restructure the information
in different ways, specify optimization hyperparameters, or invoke tools for data
augmentation and gradient-based updates. Through supervised finetuning (SFT),
these self-edits result in persistent weight updates, enabling lasting adaptation. To
train the model to produce effective self-edits, we use a reinforcement learning
loop, using the downstream performance of the updated model as the reward signal.
Unlike prior approaches that rely on separate adaptation modules or auxiliary
networks, SEAL directly uses the model’s generation to parameterize and control
its own adaptation process. Experiments on knowledge incorporation and few-
shot generalization show that SEAL is a promising step toward language models
capable of self-directed adaptation in response to new data. Our website and code
is available at https://jyopari.github.io/posts/seal,

1 Introduction

Large language models (LLMs) pretrained on vast text corpora exhibit remarkable abilities in language
understanding and generation [1} 2} 3} 4] 5]. However, adapting these powerful models for specific
tasks [6], integrating new information [7]], or mastering novel reasoning skills [8] remains challenging
due to the limited availability of task-specific data. In this paper, we explore an intriguing hypothesis:
can an LLM self-adapt by transforming or generating its own training data and learning procedure?

As an analogy, consider a human student preparing for the final exam of a machine learning class.
Many students rely on their notes to prepare for the exam. These notes are often derived from the
lecture content, textbooks, or information available on the internet. Instead of relying on the raw
content, assimilating and rewriting the information in the form of notes often improves the ability of
students to understand the content and answer exam questions. This phenomenon of reinterpreting
and augmenting external knowledge in a way that is easier to understand is not limited to just taking
exams, but seems to be universally true of human learning across tasks. Furthermore, different
humans assimilate information in different ways—some might condense the information into a visual
diagram, some into text, or some might rely more on concrete mathematical descriptions.

Such assimilation, restructuring, or rewriting of data as part of the learning process is in contrast
with how large language models (LLMs) are typically trained and deployed. Given a new task,
current LLMs consume and learn from the task data “as-is” via finetuning or in-context learning
[9} 10, (111 [12]]. However, such data may not be in an optimal format (or volume) for learning, and
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Figure 1: Overview of SEAL. In each RL outer loop iteration, the model generates candidate
self-edits (SE)—directives on how to update the weights—applies updates, evaluates performance on
a downstream task, and uses the resulting rewards to improve the self-edit generation policy.

current approaches do not enable models to develop bespoke strategies for how to best transform and
learn from their training data.

As a step towards scalable and efficient adaptation of language models, we propose equipping LLMs
with the ability to generate their own training data and finetuning directives for utilizing such data. In
particular, we introduce a reinforcement learning algorithm that trains LLMs to generate “self-edits”—
natural-language instructions that specify the data and, optionally, the optimization hyperparameters
for updating the model’s weights (see Figure[I)). We refer to such models as Self-Adapting LLMs
(SEAL).

We evaluate SEAL on two applications. We first consider the task of integrating new factual
knowledge into an LLM. Rather than finetuning directly on the passage text, we finetune on synthetic
data generated by the SEAL model. Our results show that, following reinforcement learning (RL)
training, finetuning on self-generated synthetic data improves question-answering performance on
the no-passage-in-context variant of SQuAD [[13] from 33.5% to 47.0%. Notably, self-generated data
from SEAL outperforms synthetic data generated by GPT-4.1.

We further evaluate SEAL on few-shot learning on a simplified subset of the ARC-AGI bench-
mark [14], where the model leverages a set of fools to autonomously select both synthetic data
augmentations and optimization hyperparameters (e.g., learning rate, training epochs, selective loss
computation over token types). Our experiments demonstrate that automatic selection and configura-
tion of these tools using SEAL enhances performance compared to both standard in-context learning
(ICL) and self-editing without RL training to use the tools effectively. These results collectively show
that SEAL is a versatile framework for enabling language models to self-adapt.

2 Related Work

Synthetic Data Generation. Creating synthetic data for training is increasingly common, from
large-scale pretraining datasets [[15,116,17] to task-specific data augmentation [18}|19] and instruction-
tuning sets [20} 21]]. For incorporation of a smaller-sized corpus, Yang et al. [22] use synthetic data
generation via graph-based prompting. SEAL builds on this line of work by using reinforcement
learning to train a generative policy that directly maximizes the downstream utility of synthetic data
when applied for gradient-based self-updates, rather than relying on static or heuristic generation
strategies that are manually tuned and therefore potentially not scalable or optimal.

Knowledge Updating. Several recent works aim to modify or inject factual knowledge into
language models via weight updates. Some methods attempt to directly locate specific parameters
that correspond to individual facts [23| 24} [25]. Others propose generating additional finetuning
data using the information in context [26} [27, 22} 28] [29]. We adopt the latter strategy, following
Akytirek et al. [27], who propose generating logical implications of a fact and finetuning on them,
and Lampinen et al. [28]], who show that implication-based finetuning can even outperform in-context
learning. We build on these approaches by training models through RL to generate more optimal
finetuning data. Park et al. [29] show that prompting language models to generate question—answer
(QA) pairs directly can outperform implication-style prompting. Because the SEAL framework is
agnostic to the prompt and format of the self-edit data, it can also be trained to generate QA pairs or



other output formats, as explored in §C| With sufficient compute, a cold-start setup, where the model
discovers the most effective format without guidance from prompting, may also be viable.

Test-Time Training. Test-Time Training (TTT) temporarily adapts model weights based on the
input the model receives [30, 31} 132} 33]]. Akyiirek et al. [33] show that combining TTT with ICL
enables gradient-updates to outperform standard ICL in the few-shot setting. SEAL can be viewed
as incorporating a round of TTT in its inner-loop optimization, leveraging TTT’s efficiency relative
to full-scale training to perform multiple updates and reward the generated data that yields the
greatest performance gain. Although our method is trained using single-example TTT episodes, we
demonstrate in the knowledge incorporation setting that it generalizes to the continued pretraining
setting—where placing data directly in context is no longer feasible.

Reinforcement Learning for LLMs. Reinforcement learning has played a central role in improving
LLM behavior, originally through RLHF [34]]. More recently, RL with verifiable rewards has been
applied to boost reasoning performance by optimizing the model directly for task success [35}136}37].
SEAL applies RL not to optimize final answers or trace revisions, but to optimize the generation of
self-edit data that is then used for weight updates.

Meta-Learning and Self-Modifying Systems. SEAL embodies meta-learning principles [38 39,
40| by learning an adaptation strategy—how to generate effective self-edits—via its outer optimization
loop. The goal is to learn how to learn efficiently from task contexts. Meta-learning has similarly been
applied in reinforcement learning [41 142, 1431 44| 45]], where models are trained with a meta-objective
to rapidly adapt to new tasks. A natural extension of this line of work is self-referential networks,
where models modify their own parameters Schmidhuber [46], Irie et al. [47]]. In the domain of
large language models, recent work has applied meta-learning principles to improve LLM adaptation
[48l 149]]. Notably, Hu et al. [49] trained a smaller model to output token-specific weights during
finetuning on a corpus, addressing a knowledge incorporation task similar to ours. However, SEAL
offers greater generality across domains by leveraging the model’s existing generative capabilities to
parametrize updates.

Self-Improvement. Several recent works fall under the umbrella of self-improvement or self-
training. Methods such as RLAIF [50, 51]] and self-rewarding language models [52, 53] use the
model itself to provide reward signals, leveraging the observation that judging outputs is often easier
than generating them [54]]. Other recent works improve performance on mathematical tasks by
using majority-vote or model confidence as reinforcement learning rewards, enabling performance
improvement without access to ground-truth labels [55156} 57,58 159]. However, all of these methods
are fundamentally limited by the model’s current evaluation abilities and self-consistency. In contrast,
we view self-improvement through interaction with external data as a more powerful and scalable
path. SEAL learns how to best utilize this external data for self-improvement.

3 Methods

We propose Self-Adapting LLMs (SEAL), a framework that enables language models to improve
themselves by generating their own synthetic data and optimization parameters (“self-edits”) in re-
sponse to new data. The model is trained to produce these self-edits directly through token generation
with the data provided in the model’s context. Self-edit generation is learned via reinforcement
learning (RL) where the model is rewarded for generating self-edits (SE) that, when applied, improve
the model’s performance at the target task. SEAL can therefore be interpreted as an algorithm with
two nested loops: an outer RL loop, which optimizes the self-edit generation, and an inner update
loop, which uses the generated self-edit to update the model via gradient descent. Our method can be
seen as an instance of meta-learning where we meta-learn how to generate effective self-edits.

3.1 General Framework

Let 0 denote the parameters of the language model LMy. SEAL operates on individual task instances
(C, 1) where C is a context containing information relevant to the task, and 7 defines the downstream
evaluation used to assess the model’s adaptation. For example, in knowledge incorporation, C' is the
passage intended to be integrated into the model’s internal knowledge, and 7 is a set of questions and



associated answers about the passage. In few-shot learning, C' includes few-shot demonstrations of a
novel task, and 7 is the query input and ground-truth output. Given C, the model generates a self-edit
SE—the form of which varies by domain (see §3.2)—and updates its parameters via supervised
finetuning: ¢’ < SFT(f, SE).

We optimize the self-edit generation process using reinforcement learning: the model takes an action
(generating SE), receives a reward r based on LMy, ’s performance on 7, and updates its policy to
maximize expected reward:

LrL(0r) := —Ec,ryop [ESENLMgt(-lC) [r(SE, T, 9t)}] ~ (M

Unlike in standard RL setups, the reward assigned to Algorithm 1 Self-Adapting LLMs (SEAL):

a given action in our setting depends on the model ¢, |t E4it Reinforcement Learning Loop
parameters 0 at the time the action is taken (since 6
1: Input: LMy, dataset D = {(C,7)}

is updated to #’, which is then evaluated). As a re- ) )

. . A 2: for outer iterationt = 1,2, ... do
sult, the underlying RL state must include the policy’s Sample (C,7) ~ D
parameters and is given by (C, ), even though the . 5. crate selfeedit SE ~ LM (- | O)
policy’s observation is limited to C' (placing @ directly 5. [nner Loop Update: 8} < SFT(6;, SE)
in context is infeasible). The implication of this is that g:  Evaluate: Ans ~ LM o (- 7)
7
8
9:

(state, action, reward) triples collected with a previous
version of the model, 6,4, may become stale and mis-
aligned for the current model O¢yene. For this reason,
we adopt an on-policy approach, in which self-edits
are sampled from—and, crucially, rewards are computed using—the current model.

Compute reward: 7 < r(Ans, 7)
: Update: 0¢11 < RL_Update(6;,r, SE)
end for

We experimented with various on-policy methods such as Group Relative Policy Optimization
(GRPO) [60] and Proximal Policy Optimization (PPO) [61], but found the training to be unstable.
Instead, we adopt ReST*M [36]], a simpler approach based on filtered behavior cloning—also known
as “rejection sampling + SFT” 62} 163} 164} 135, 165].

ReSTEM can be viewed as an expectation-maximization (EM) procedure: the E-step samples candi-
date outputs from the current model policy, and the M-step reinforces only those samples that receive
positive reward through supervised finetuning. This approach optimizes an approximation of our
objective (I)) under the binary reward:

r(SE,T,0;) = {

1 If on 7, adaptation using SE improves LMy, ’s performanc

. 2
0 Otherwise &
More precisely, in optimizing (), we must compute the gradient Vy, Lrr.. However, as we noted,
the reward term r(SE, 7, §;) depends on 6, in our setup but is not differentiable. We address this by
treating the reward as fixed with respect to 6;. With this approximation, the Monte-Carlo estimator
for a minibatch of N contexts and M sampled self-edits per context becomes

N M
1
Vo, Lr1, = “ N ZZTU Vo, log pe, (SEij ‘ Cl) 3)
i=1 j—=1
| NoMm T B N
= 37 2o 2T 2 Ve logpe, (48 |y, Co), “)

=1 j=1 s=1

where py, denotes the model’s autoregressive distribution and ys" ) is the s token of self-edit SE;j,
the j® sample for context C;. Since sequences with 7 = 0 can be ignored in (@), we have shown that
ReST™, with simple “SFT on good self-edits,” indeed optimizes (T)) under the binary reward (2)
(with a stop-gradient applied to the reward term). The SEAL training loop is summarized in Alg.

Finally, we note that while the implementation in this work uses a single model for both generating
self-edits and learning from these self-edits, it is also possible to decouple these roles. In such a
“teacher-student” formulation [66], a student model would be updated using edits proposed by a
separate teacher model. The teacher would then be trained via RL to generate edits that maximize
student improvement.

’The reward may also be assigned to the single self-edit that yields the greatest improvement among sampled
candidates, which we do in knowledge incorporation, rather than to all edits that yield a positive improvement.



3.2 Domain Instantiations

We instantiate the SEAL framework in two distinct domains: knowledge incorporation and few-shot
learning. These domains were chosen to highlight two complementary forms of model adaptation:
(1) the ability to integrate new information into a model’s weights so that it can be recalled without
relying on context (evaluated using a no-context variant of SQuAD) and (2) the ability to generalize
to novel tasks after seeing only a small number of examples (evaluated using ARC).

Knowledge Incorporation. Our goal is to efficiently incorporate the information provided in a
passage into the model’s weights. A promising recent approach involves using a language model
to generate content derived from the passage, followed by finetuning on both the original passage
and the generated content [26, 27 22} 28] [29]]. While the form of generated content may vary, we
adopt what we consider the canonical format: implications derived from the passage. This approach,
introduced in deductive closure training [27]], converts a given context C' into a set of implications
SE = {s1, 82, ..., Sp } by prompting the model to “List several implications derived from the content.”
The output may include inferences, logical consequences, or restatements of the original passage. In
§Cl we also explore alternative prompts such as “rewrite the passage in different ways” or “rewrite in
a question-answer format” and show that our method improves performance by similar or greater
margins regardless of the base prompt.

Knowledge Incorporation Setup
Passage Self-Edit Evaluation

title: Apollo program \

context: But even after 1. The Apollg program gt Who was Kennedy's

NASA reached internal faced opposition from T science adviser that

agreement, it was far from Kennedy's science advisor, opposed manned ,

smooth sailing... LM et —> Jerome Wiesner, who had... = SFT spacecraft flights?  —> LM Ht — Jerome Wiesner

Figure 2: Knowledge Incorporation Setup. Given a new passage, the model generates synthetic
data (the self-edit) in the form of “implications” of the passage. We then finetune on these outputs
using LoRA. The updated model is evaluated on questions about the passage without access to the
original text, and the resulting accuracy serves as the reward signal for reinforcement learning.

These self-generated statements form the training data for a supervised finetuning (SFT) update: we
compute the standard causal language-modeling loss over each sequence s; and update the model
parameters, yielding 6’. Since the amount of data per update is small and the number of updates we
do in total is large, we use low-rank adapters (LoRA [[67]) for efficient, lightweight tuning. Finally,
the adapted model LMy is evaluated on the task 7. This process is shown in Figure

During RL training, the adapted model’s accuracy on 7 defines the reward r that drives the outer
RL optimization. This trains the model to restructure the passage in a way that is most effective for
assimilation via finetuning.

Few-Shot Setup

Few-Shot Self-Edit (SE) Evaluation
Examples basic_augmentations: true = [} = ] +H H4+

H = s = size_augmentations: false SEE EEE S8 EE8
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L L strategy: loss on all tokens J

E08 8. learning rate: 1e-05 ’
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Figure 3: Few-Shot Learning with SEAL. Left: example ARC demonstrations. Center: the model
generates a self-edit specifying augmentations and training hyperparameters. Right: the adapted
model is evaluated on a held-out test input.



Few-Shot Learning. The Abstraction and Reasoning Corpus (ARC) [8]] is a benchmark designed
to test abstract reasoning and generalization from very limited examples. Each task includes a small
set of input-output demonstrations and a held-out test input whose correct output must be predicted.

We adopt the test-time training (TTT) protocol of Akyiirek et al. [33]], where augmentations of the
few-shot examples are used to perform gradient-based adaptation. Rather than relying on manually
tuned heuristics for selecting augmentations and optimization settings, we train SEAL to learn these
decisions. This setting tests whether SEAL can autonomously configure the adaptation pipeline—
determining which augmentations to apply and what optimization parameters to use.

To implement this, we define a set of tools, each of which is a pre-defined function from Akytirek
et al. [33] that transforms data or specifies training parameters. These include:

» Data augmentations: rotations, flips, reflections, transpositions, resizing operations (e.g., changing
grid resolution), and chained or repeated transformations.

* Optimization parameters: learning rate, number of training epochs, and whether the loss is
computed over all tokens or only output tokens.

The model is prompted with a task’s few-shot demonstrations and generates a self-edit, which in
this case is a specification of which tools to invoke and how to configure them, as shown in Figure 3]
This self-edit is then applied to adapt the model via LoRA-based finetuning. The adapted model is
evaluated on the held-out test input, and the result determines the reward for training the self-edit
generation policy.

4 Results

In this section we empirically evaluate SEAL across our two adaptation domains: few-shot learning
and knowledge incorporation. Full training, hyperparameter, and evaluation details are provided in

§Aland §B]

4.1 Few-Shot Learning

We conduct our experiments using Llama-3.2-1B-Instruct, a small open-source model with
no ARC-specific pretraining. Since most ARC tasks are challenging for models that have not
been pretrained on ARC, we curate a subset of 11 tasks from the ARC training set and 8 from the
evaluation set, filtered to ensure that they are solvable under optimal TTT configurations for a base
Llama-3.2-1B-Instruct. While this is a small number of examples, note that Akyiirek et al. [33]]
used the same TTT configuration for all tasks, and thus we do not need a large training set for learning
a fixed self-edit. More details are included in

The model is trained using ReSTE™ by sampling 15 self-edits per training task. Each self-edit is

applied individually to generate 15 updated models, which are then evaluated on the corresponding
held-out test example. We reinforce only those self-edits that lead to correctly adapted models, i.e.,
models that produce the correct output for the test input after adaptation.

After training, we evaluate the model by generating 5 self-edits per held-out evaluation task and
apply each one independently. We then report the percentage of self-edits that lead to correct outputs,
yielding a success rate that reflects the quality of the learned self-edit generation policy.

We compare against the following baselines:

1. ICL (In-Context Learning): Llama-3.2-1B-Instruct is prompted with the given few-shot
examples using Akyiirek et al. [33]]’s protocol, and directly queried on the test input.

2. TTT + Self-Edit (w/o prior RL): L1ama-3.2-1B-Instruct performs test-time training (TTT)
using few-shot examples and synthetic augmentations, but without any prior RL to optimize which
augmentations or training configurations to use.

3. Oracle TTT: The model performs test-time training (TTT) using the optimal human-crafted
configuration from Akytirek et al. [33]]. This provides an upper bound of our method.

We record results in Table[d.1] SEAL substantially improves adaptation success rate compared to
baselines: 72.5% vs. 20% (with self-edits from the base model without RL training) and 0% (no adap-
tation), though performance remains below Oracle TTT, suggesting room for further improvement.



Method Success Rate (%)

ICL 0
TTT + Self-Edit (w/o prior RL) 20
SEAL 72.5
Oracle TTT 100

Table 1: Few-shot Abstract Reasoning

4.2 Knowledge Incorporation

We experiment with Qwen2.5-7B on incorporating novel factual content from SQuAD passages
[L3]. We use the relatively simple SQuAD dataset because its passages can be fully “understood”
by the base model in-context, yet the model cannot reliably answer questions about them without
that context. We do 2 rounds of ReST?™ with a batch of 50 contexts (see for further details). We
compare SEAL on knowledge incorporation against the following baseline approaches:

1. Base Model: The pretrained model is evaluated on downstream QA tasks without any adaptation
or access to the passage.

2. Train on Passage Only: The model is finetuned directly on the passage using the standard
language modeling loss, without any synthetic data.

3. Train on Passage + Synthetic Data: The model is trained on the passage along with self-generated
implications. This is the same setup as SEAL but without any prior RL training.

4. Train on Passage + GPT-4.1 Synthetic Data: The model is trained on the passage along with
model-generated implications collected from GPT-4.1 via the OpenAl API.

Table ff.2]reports mean no-context SQuAD accuracy un-
der two regimes: single-passage (n = 1) and continued
pretraining (CPT, n = 200). In the single-passage setting,
finetuning directly on the passage yields a negligible gain
over the frozen base model (33.5% vs. 32.7%), confirming
that using the raw data alone is insufficient. Augmenting
with synthetic implications generated by GPT-4.1 boosts
accuracy to 46.3%, an improvement of 12.8 percentage
points over the passage-only baseline. Using synthetic
data produced by the base Qwen-2.5-7B model yields
39.7%, a 6.2-point increase. After reinforcement learn-
ing, SEAL further improves accuracy to 47.0%, notably
outperforming using synthetic data from GPT-4.1, despite
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In the CPT setting, the model assimilates information from
n = 200 passages in a single continued pretraining run.
It is then evaluated on the union of all 974 corresponding  ¢ons. Each iteration consists of a mini-
questions. In this setting, we sample 5 self-edit generations  y.¢h of 50 contexts, each with 5 sam-

for each passage and take the aggregate synthetic dataset pled self-edits. SEAL surpasses GPT-

for continued pretraining. As shown in Table[d.2} we ob- 4 4 synthetic data after two iterations of
serve a similar ranking of methods as in the single-passage RoSTEM op the no-context SQUAD set.

case. SEAL again outperforms all baselines, achieving
43.8% accuracy. While the absolute performance is lower than in the single-passage setting—likely
due to increased gradient interference—the relative improvements remain consistent. This suggests
that the editing policy discovered by SEAL generalizes beyond its original RL setup of creating
synthetic data in a single generation for a single passage.

Figure 4: Accuracy over RL itera-

Figure |4 tracks accuracy after each outer RL iteration. Two iterations suffice for SEAL to overtake
GPT-4.1 data; subsequent iterations yield diminishing returns, suggesting that the policy quickly
converges to an edit style that distills the passage into easily learnable atomic facts (see qualitative
examples in Figure[5). All results use tuned hyperparameters (see §B).



Method Single Passage Continued Pretraining
n=1) (n =200)

Base model 32.7 32.7

Train on Passage 335 322

Train on Passage + Synthetic 39.7 41.0

Train on Passage + GPT-4.1 Synthetic ~ 46.3 394

SEAL 47.0 43.8

Table 2: Knowledge Incorporation Performance across Passage Settings

Input Context

The use of remote sensing for the conservation of the Amazon is also being used by the indigenous tribes of the basin to protect
their tribal lands from commercial interests. Using handheld GPS devices and programs like Google Earth, members of the Trio Tribe,
who live in the rainforests of southern Suriname, map out their ancestral lands to help strengthen their territorial claims. Currently,
most tribes in the Amazon do not have clearly defined boundaries, making it easier for commercial ventures to target their territories.

Q1: what kind of sending technology is being used to
protect tribal lands in the Amazon?

Q2: What tribe uses GPS devices to map lands?
Q3: Why do some tribes use remote sensing technology?

Rewrite Iteration 0

1. Indigenous tribes can use remote sensing and mapping
technology to protect their lands from commercial interests.
2. Clear boundaries for tribal lands can prevent commercial
ventures from targeting and exploiting the resources in their
territories.

Rewrite Iteration 1

1. Remote sensing technology can be effectively utilized for
the conservation of the Amazon rainforest.

2. Indi tribes are ing more emp to
protect their lands from commercial interests.

3. The use of handheld GPS devices and programs like
Google Earth can be a valuable tool for mapping ancestral
lands.

4. Clearing of boundaries for indigenous territories can help
prevent commercial ventures from targeting these lands.

Rewrite Iteration 2

1. Remote sensing technology can be used by indigenous
tribes to protect their lands.

2. The use of GPS devices and programs like Google Earth
can help map out ancestral lands.

3. Clearing of forests for agricultural land, such as cattle
ranches, is a major cause of deforestation in the Amazon.
4. lllegal mining for gold and other minerals is a significant
threat to the Amazon rainforest.

5. The expansion of infrastructure, such as roads and dams,
is also a major concern for the conservation of the Amazon.
6. The use of remote sensing can help identify areas of the
Amazon that are most vulnerable to deforestation and other
threats.

7. The involvement of indigenous tribes in the protection of
the Amazon rainforest is crucial for its conservation.

8. The mapping of ancestral lands by indigenous tribes can
help strengthen their territorial claims and protect their
rights to the land.

9. The use of remote sensing can help monitor the Amazon
rainforest and track changes over time.

A1: Drones are being used to map and protect the
lands of the tribes in the Amazon.

Iter 0

A2: The Yanomanmi tribe uses GPS devices to map
their ancestral lands in the Amazon rainforest. X

A3: some tribes use remote sensing technology to
protect their lands from commercial interests. /'

A1: *model response was empty* X

A2: The Kayapo tribe uses GPS devices to map
their ancestral lands in the Amazon rainforest. X

Iter 1

A3: some tribes in the Amazon rainforest use
remote sensing technology to map out their
ancestral lands. This helps them to better protect
their territories from commercial interests. v/

A1: The use of remote sensing technology is
being used to protect tribal lands in the Amazon.

A2: The use of GPS devices by the Trio Tribe, a

Iter 2

5. The involvement of indigenous communities in the
conservation efforts of the Amazon rainforest can lead to a

more sustainable future for the region. ecosystem services.

10. The protection of the Amazon rainforest is essential for
the preservation of biodiversity and the maintenance of

tribe from the rainforests of southern Suriname, is
being used to help protect their ancestral lands.
A3: some tribes use remote sensing technology
to protect their lands from commercial interests.

Figure 5: Example Knowledge Incorporation Self-Edits Across RL Iterations. In this example,
we see how RL leads to the generation of more detailed self-edits, which in turn results in better
performance. While the progression is clear in this case, the differences across iterations are
sometimes more subtle in other examples. We show in §C] that prompting for longer self-edits is
effective, and that RL training further improves performance by a similar margin.

5 Limitations

Catastrophic forgetting. One key motivation we had for
enabling language models to self-edit is to move towards
the ultimate goal of continual learning—allowing models
to incorporate new information over time, whether through
agentically interacting with an environment or through
standard training. While our earlier experiments assess
how well SEAL adapts to individual edits in isolation,
a more ambitious goal is to support sequences of edits:
can the model adapt to new information repeatedly while
preserving prior knowledge?

This question relates directly to the challenge of catas-
trophic forgetting 68l |69]], where new updates interfere
destructively with past learning. We do not explicitly op-
timize for retention in our current training setup, but we
aim to establish a baseline for how well SEAL handles
sequential self-edits without dedicated mechanisms for
handling catastrophic forgetting. To test this, we simulate
a continual learning setting in the knowledge incorpora-
tion domain. The model receives a stream of test passages,
each triggering a new self-edit. After each update, we
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re-evaluate the model on all previously seen tasks to measure retention. This setup tests the model’s
ability to integrate new edits without forgetting earlier ones.

As shown in Figure [} performance on earlier tasks gradually declines as the number of edits increases,
suggesting that SEAL is still susceptible to catastrophic forgetting. Still, it can perform multiple
updates without complete collapse, indicating possibility for improvement. Future work could
enhance this ability through reward shaping [70} [71} [72] to penalize regressions on earlier tasks, or by
integrating continual learning strategies such as null-space constrained edits [[73] or representational
superposition [74].

Computational overhead. The TTT reward loop is significantly more computationally expensive
than other reinforcement learning loops used with LLMs. For instance, reward signals based on
human preferences typically involve a single model forward pass, and those using verified solutions
may rely on simple pattern matching (e.g., regex). In contrast, our approach requires finetuning and
evaluating an entire model to compute the reward—each self-edit evaluation takes approximately
30-45 seconds, introducing substantial overhead (see §B.5).

Context-dependent evaluation. Our current instantiations assume that every context is paired with
an explicit downstream task: few-shot demonstrations arrive with a held-out query pair, and each
passage comes bundled with reference QA. This coupling simplifies reward computation but prevents
RL training of SEAL from scaling to unlabeled corpora. A potential solution is to let the model
generate not only self-edits but also its own evaluation questions—e.g., draft QA items or synthetic
test cases for each passage—while the original content is still in context. These model-written
queries could provide the immediate supervision required for reinforcement learning, broadening
applicability to general training domains where external question-and-answer sets are unavailable.

6 Discussion and Conclusion

Villalobos et al. [75]] project that frontier LLMs will be trained on all publicly available human-
generated text by 2028. We argue that this impending “data wall” will necessitate the adoption
of synthetic data augmentation. Once web-scale corpora is exhausted, progress will hinge on a
model’s capacity to generate its own high-utility training signal. A natural next step is to meta-train a
dedicated SEAL synthetic-data generator model that produces fresh pretraining corpora, allowing
future models to scale and achieve greater data efficiency without relying on additional human text.

We can imagine a future in which LLMs can ingest new data, such as academic papers, and generate
large quantities of explanations and implications for themselves using their existing knowledge and
reasoning with the in-context data. This iterative loop of self-expression and self-refinement could
allow models to keep improving on rare or underrepresented topics even in the absence of additional
external supervision.

In addition, while modern reasoning models are often trained with RL to generate chain-of-thought
(CoT) traces, SEAL could offer a complementary mechanism, allowing the model to learn when and
how to update its own weights. These two approaches could synergize: the model may choose to
perform weight updates mid-reasoning to guide its current trajectory, or after completing reasoning
to distill key insights into its parameters—improving future inference through internalized learning.

This continual refinement loop is also promising for building agentic systems—models that operate
over extended interactions and adapt dynamically to evolving goals. Agentic models must incremen-
tally acquire and retain knowledge as they act. Our approach supports such behavior by enabling
structured self-modification: after an interaction, the agent could synthesize a self-edit which triggers
a weight update. This could allow the agent to develop over time, aligning its behavior with prior
experience and reducing reliance on repeated supervision.

SEAL demonstrates that large language models need not remain static after pretraining: by learning
to generate their own synthetic self-edit data and to apply it through lightweight weight updates, they
can autonomously incorporate new knowledge and adapt to novel tasks. Looking ahead, we envision
extending the SEAL framework to pretraining, continual learning, and agentic models, ultimately
enabling language models to self-learn and scale in a data-constrained world.
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A Experimental Details: Few-shot Learning

A.1 Model and Setup

We use Llama-3.2-1B-Instruct [3] as the base language model. Since this model has no special-
ized training on ARC, its ability to solve ARC tasks is limited. To enable controlled evaluation, we
curated a small set of ARC problems from the training and evaluation splits that are solvable with
optimal TTT hyperparameters.

Training Set: We selected 11 ARC tasks from the training set as the environment for RL optimization.
Evaluation Set: We selected 8 distinct ARC problems from the evaluation set for measuring
generalization performance. These 8 were explicitly filtered for being amenable to TTT out of the
full evaluation set.

These sets were chosen to isolate the effect of self-edit learning rather than general ARC ability.

A.2 Training Procedure

We trained SEAL using a single outer loop of reinforcement learning on the 11 training problems.
For each problem, the model generated 15 self-edit configurations consisting of:

* Data augmentation strategy: Controls whether to include variations such as basic exam-
ples, size-based augmentations, chained reasoning, and repeated inputs: include_basic,
include_size, include_chain, include_repeat.

* Optimization configuration: Specifies hyperparameters such as learning rate, number of
epochs, and loss function type (e.g., whether to compute loss over all tokens or only the
final output tokens).

Each configuration was evaluated via test-time training (TTT), and assigned a binary reward: 1 if
the adapted model produced the correct solution, 0 otherwise using Akyiirek et al. [33]’s evaluation
protocol. To encourage efficient adaptation, we discarded configurations requiring more than 375
training steps, retained only configurations with reward 1 and acceptable cost for LoRA-based SFT.

SFT for TTT was done with the following hyperparameters:

Parameter Value

LoRA rank 128

LoRA alpha 16

Learning rate N/A (model chooses it)
num_train_epochs | N/A (model chooses it)

LoRA adapters were inserted into the following modules: q_proj, v_proj, gate_proj, down_proj,
up_proj

For the RL SFT we used the following hyperparameters:

Parameter Value
lora_rank 16
lora_alpha 16
num_train_epochs 8
per_device_train_batch_size | 5
learning_rate Se-5

When generating the self-edits, we add the following prompt as a suffix to the few-shot examples.
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You are configuring a model training pipeline by selecting from predefined tools.
You must make two decisions:
1. Data Generation Tools — For each of the following, choose true or false:

- use_basic_augmentations

- use_size_augmentations

- use_chain_augmentations

- use_repeat_augmentations

2. Training Configuration — Choose one of:
- "train_using_all_tokens"
- "train_using_output_tokens"

Also specify:
- learning_rate (float)
- num_train_epochs (integer)

Output Format
Respond with a valid JSON object. Do not include any explanation, markdown, or extra text.

Use lowercase true/false for booleans and ensure correct JSON syntax.
Example output:

{

"data_generation": {
"use_basic_augmentations": ...,
"use_size_augmentations": ...,
"use_chain_augmentations": ...,
"use_repeat_augmentations":

},

"training": {

"strategy": ...,
"learning_rate": ...,
"num_train_epochs":

X

}

A.3 Evaluation Details

For each of the 8 held-out evaluation tasks, the model generated 5 self-edit configurations, yielding
a total of 40 configurations. Success was measured as the percentage of configurations that led to

correct outputs after adaptation. We followed the evaluation protocol from Akyiirek et al. [33]].

For the Oracle TTT we used the following configs:

Parameter Value
lora_rank 128
lora_alpha 16
num_train_epochs | 2
batch_size 2
learning_rate le-4

A4 Compute Resources

We performed all training runs on a single A100, H100, or H200. Each TTT per problem requires
between half a minute to few minutes, which is also why we limited the number of samples for
ReSTEM and additionally limited the number of gradient steps allowed per self-edit TTT. Overall

ReSTEM took around 2-3 hours.
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B Experimental Details: Knowledge Incorporation

B.1 Model and Setup

We use the Qwen-2.5-7B base model [5] in the knowledge incorporation experiments. We repurpose
the SQuAD dataset v1.1 [13] for the task of answering questions without the passage in-context.
We use the training set for RL training and a 200-article subset of the evaluation set for evaluation.
Within the training set and evaluation set, there are some overlapping topics of passages, but there
is no overlap between these sets, so we can be sure that there is no data contamination of the test
passages due to RL training.

B.2 RL Training Procedure

We run 2 rounds of ReSTEM training [36]. On each round, we take a batch of 50 context-questions-
answers triples from the SQuAD training set. For each context, we sample 5 self-edit generations at
temperature 1. We evaluate each self-edit over 3 random seeds, training on the sequences and then
evaluating the updated model on the corresponding questions. We average each generation’s results
over 3 seeds and then keep the single best generation for each of the 50 contexts. Finally, to finish the
round of ReST*M, we perform supervised finetuning on the 50 resulting prompt-completion pairs.

Supervised finetuning here is done with batch size of 10, for 2 epochs, with learning rate 3e-4, using
LoRA [67] with rank 64 and alpha 128, applied to all MLP and attention projection layers.

B.3 Synthetic Data Generation and Finetuning Details

In all models, we generate synthetic data by prompting to generate implications of the passage:

Let’s read the following passage and produce a list of implications derived directly or
indirectly from the content.

Passage:
{passage}

Implications:

We then take the resulting generated sequence. In the single-passage case, we split it by newlines
into a set of training documents. In the multi-passage case, we use the full generated sequence as a
single training document. In the case of synthetic data from GPT-4.1 (gpt-4.1-2025-04-14), an
instruct-model, we additionally have the following rule: If the second line begins with a “1.” then we
omit the first line from the training set. This is because we found that the first line often contained
filler text (e.g. “Sure, here is the list of implications:”).

We then use the following training hyperparameters:

Table 3: Single-Passage Knowledge Incorporation Hyperparameters

Parameter Search Space

LoRA Rank (r) [32, 64]

LoRA Alpha (o) [32, 64]

Learning Rate [le-4, 3e-4, 5e-4, 1e-3, 2e-3]
Epochs [1, 5,10, 15, 20]

Batch Size 1, 4]

In the multi-passage n = 200 case, we sample 5 self-edit completions for each passage and take the
aggregate dataset of all self-edits across all passages to train on.

To answer the corresponding questions, we use the following prompt:
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Table 4: Multi-Passage Knowledge Incorporation Hyperparameters

Parameter Search Space

LoRA Rank (R)  [32, 64]

LoRA Alpha (o) [32, 64]

Learning Rate [1e-4, 3e-4, 5e-4, 1e-3, 2e-3]
Epochs 1,3, 5]

Batch Size [1,4,8,16]

Let’s answer a question directly and concisely.
Question: {question}
Answer:

B.4 Evaluation Details

We evaluate on a 200-passage subset of the SQuAD evaluation set, consisting of a combined 974
evaluation questions (roughly 5 corresponding to each passage). The pipeline of generating synthetic
data and finetuning on it is the same as above. For automated grading, we use gpt-4.1-2025-04-14
[76] via the OpenAl API with greedy decoding.

The grading prompt is as follows:

You are a grading assistant. Your job is to determine whether a student’s answer correctly
answers the question based solely on the provided gold answer. Do not use any outside
knowledge. The student answer can include additional information, but it must at least fully
convey the gold answer and must not contradict it. Ignore style, phrasing, or extra details that
do not affect correctness. Respond ONLY with ‘yes’ or ‘no’.

Question: {question}

Gold answer: {gold}

Student answer: {pred}

Is the student answer correct based solely on the gold answer? Respond ‘yes’ or ‘no’.

B.5 Compute Resources

All experiments are performed on 2xH100 or 2xH200. We use DeepSpeed ZeRO-3 [77]] for SFT in
ReSTEM training. We use vLLM [78] for efficient inference. The most compute-intensive portion of
our training and evaluation is the E-step of ReST¥ training, where the model generates completions
and is graded through the inner-loop process of finetuning and running inference. Doing a single
round requires a batch of 50 passages over 5 completions and 3 runs per completion, meaning 750
inner loop iterations. This takes about 6 hours on 2xH100s.

B.6 Standard Error of the Mean in Catastrophic Forgetting Experiment

The standard errors of the mean (SEM) for each entry in Figure [6]is shown below in Table [B.6]

C Prompting

Recent works have shown that reinforcement learning baselines and outcomes can be highly sensitive
to prompting. We experiment with 4 additional self-edit prompts in the knowledge-incorporation
setting. The five prompts—implications, implications-long, implications-very-long,
rewrite, and self-qa—are shown below. All results in the main content of the paper used the
implications prompt, which we consider to be the most prototypical [27, 28]]. However, prior work
has found prompts involving rewriting or generating question-answer pairs can be more effective, as
discussed in

20



Table 5: Entrywise standard errors of the mean (SEM) across continual self-edits experiment.

1 2 3 4 5 6 7 8

0.0306 0.0315 0.0263 0.0318 0.0297 0.0370 0.0310 0.0284
0.0273  0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0305 0.0277 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0277 0.0358 0.0406 0.0000 0.0000 0.0000 0.0000 0.0000
0.0272  0.0303 0.0337 0.0320 0.0000 0.0000 0.0000 0.0000
0.0296 0.0342 0.0290 0.0298 0.0319 0.0000 0.0000 0.0000
0.0289 0.0334 0.0271 0.0258 0.0320 0.0337 0.0000 0.0000
0.0255 0.0313 0.0264 0.0253 0.0309 0.0331 0.0363 0.0000
0.0237 0.0307 0.0211 0.0267 0.0273 0.0271 0.0358 0.0263

OB W —O

Furthermore, as we see qualitatively in Figure[5] RL appears to have dramatically increased the length
of the response of the example. We therefore experiment with prompting for longer generations
with implications-long and implications-very-long to test if we can achieve similar gains
through prompting alone.

The results are shown in Table[6] Notably, the baselines for implications-long and rewrite the
RL-trained version of implications. However, using these prompts as the base of RL training
yields even greater improvements. In all cases, ReST?Y enhanced performance by roughly 6 to 11
percentage points.

No self-edit | Implications Implications- | Implications- | Rewrite | Self-QA
long very-long
Original | 33.5 39.7 493 45.0 494 37.3
Round 1 | - 43.7 52.4 51.5 55.3 42.8
Round 2 | — 47.0 51.8 52.1 55.6 48.7

Table 6: Performance across 2 rounds of ReSTEY RL training on various prompts in the single-
document knowledge incorporation setting.

The five prompts are shown below.

implications

Let’s read the following passage and produce a list of implications derived directly or
indirectly from the content.

Passage:
{passage}

Implications:

implications-long

Let’s read the following passage and produce a long list of implications derived directly or
indirectly from the content.

Passage:
{passage}

Implications:




implications-very-long

Let’s read the following passage and produce a very long list of implications derived directly
or indirectly from the content.

Passage:
{passage}

Implications:

rewrite

Let’s read the following passage and rewrite it in a few different ways, each one separated by
a newline.

Passage:
{passage}

Rewritten passages:

self-qa

Let’s read the following passage and rewrite it in a question-answer format.

Passage:
{passage}

Question 1:

Note: For self-qa, we apply additional formatting so that training documents consist of ques-
tion—answer pairs, rather than using our standard approach of splitting by newline characters. Specifi-
cally, we split the output using occurrences of “Question n:” instead of newlines.
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